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Abstract

A novel technique for chemical synthesis in drug research is combinatorial chemistry, where usually a set of building-block molecules is attached to a core structure in all the combinatorially possible ways. The resulting set of compounds (called a library) can then be systematically screened for a desired biological activity. In this paper we discuss ways and limits of a mathematical simulation of this procedure. At first, two methods for selecting the building-blocks from a given structure pool are presented with the objective to obtain only dissimilar library entries. Next an algorithm is described for the exhaustive and redundancy-free generation of a combinatorial library, illustrated by a single-step and a multi-component reaction. Finally equations for the enumeration of the library sizes are derived and the limits of the virtual combinatorial chemistry, i.e. purely in computer and without experiment, are discussed.

1 Introduction

The common ways to develop a new pharmaceutical drug are to extract a natural drug from bacteria, plants or animals, to use the available potential in laboratory and in-house databases or to employ methods of rational drug-design based on mechanism or structure. With the upcoming of new analysis automata, it became possible to examine several thousands of compounds a day for their biological activity. (This process is usually referred as screening.) Together with the necessity of cost reduction in industrial research, this fact has raised the desire for making very large numbers of novel molecules available. So here industrial revolution has its impact on synthetical chemistry, replacing "hand-work" by fast and efficient machines. In the recent years a novel technique is used for this purpose, which does not aim at the classical objective of synthesizing one substance as pure as possible, but which deliberately utilizes the variety to produce a large number of compounds simultaneously. This technique is called combinatorial chemistry [1]- [6].

Typically a set of building-blocks is taken that is systematically combined with a core structure in all the combinatorially possible ways where the actual reactions make use of chemical,
biological or biosynthetical procedures. The set of resulting molecules is called a *combinatorial library*.

Next to the high efficiency this technology derives its elegance also from another aspect: This approach clearly represents the processes in nature when millions of years ago, at the origins of life, the first proteins and carbon hydrates were formed by the combination of simple carbon hydrogens and amino acids.

A crucial issue in combinatorial chemistry is *diversity* \([7]-[9]\). A large combinatorial library may fulfill the demand for making many compounds available; for an efficient analysis, however, it should be certified that the elements of a library are not too similar in order to avoid one pharmacological class being tested over and over again. Thus the elements of a library should be as diverse as possible to cover a broad variety with the screening – without requiring too many single substances.

So in connection with combinatorial chemistry the notion of *similarity* has come into the focus \([7],[8],[10]-[12]\). There is a vast number of ways to define and determine similarity of chemical entities. It turned out that similarity – unlike isomorphy, e.g. – cannot be defined generally. It depends, in fact, on the structure as well as on the studied activity what must be considered similar and what must not. Quite often "similarity" is, however, used in the sense of "structural similarity"; we will also make use of this view in the following.

So the main procedure in combinatorial chemistry can be summarized in the following steps:

\[i) \text{Selection of building-blocks}\]
\[ii) \text{Generation of the library}\]
\[iii) \text{Screening of the library for the required activity}\]

Of course the aim of a computer simulation is to perform the steps as complete as possible by the computer. In this paper we will give an overview over some methods which can be used in each of these steps, provide some mathematical generalizations and take a look at the limits of the simulation.

### 2 Selection of building-blocks

There are several possibilities for selecting the building-blocks \([8,9,13]\). Their application mainly depends on the objective that is sought by the combinatorial library. In this study we will present two methods based on graph theory in conjunction with statistical analysis.

As a simple example set we will consider the 20 natural amino acids (see Fig. 1).

#### 2.1 Basic definitions

In this paper we consider graphs as mappings

\[
\gamma : \mathcal{P}^2 \rightarrow \{0, \ldots, m - 1\}, \quad \text{in short } \gamma \in m^{\mathcal{P}^2}
\]

where \(\mathcal{P}^2\) is the set of pairs of points of the graph, i.e. the set of all 2-subsets of the set \(\mathcal{P} := \{1, \ldots, p\}\) of points (or, to be exact, the set of the numbers of the \(p\) points), \(\gamma(\{i, j\}) = k\) means that there is an edge of degree \(k\) – a \(k\)-fold bond – between the vertices \(i\) and \(j\), and \(\gamma(\{i, j\}) = 0\) if the two vertices are not connected.
For molecules we take the usual model, identifying atoms with vertices and bonds with edges. The atomic types are defined by an additional mapping $\beta : p \to \{E_1, E_2, \ldots\}$ with the $E_i$ representing chemical elements such that a molecular graph is a pair $(\gamma, \beta)$ of a graph and a coloring of the vertices with atomic types.

Furthermore we call

$$\eta : T^2 \to \{0, \ldots, m - 1\} \text{ with } T \subseteq p, \forall i, j \in T : \eta(\{i, j\}) = \gamma(\{i, j\})$$

a subgraph of $\gamma$, which we indicate by $\eta \subseteq \gamma$. 

Figure 1: The 20 natural amino acids

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Molecular Formula</th>
<th>Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glycine</td>
<td>C3H7NO2</td>
<td><img src="image" alt="Glycine" /></td>
</tr>
<tr>
<td>Alanine</td>
<td>C3H7NO2</td>
<td><img src="image" alt="Alanine" /></td>
</tr>
<tr>
<td>Lysine</td>
<td>C4H12N2O4</td>
<td><img src="image" alt="Lysine" /></td>
</tr>
<tr>
<td>Threonine</td>
<td>C4H11NO2</td>
<td><img src="image" alt="Threonine" /></td>
</tr>
<tr>
<td>Arginine</td>
<td>C6H14N2O2</td>
<td><img src="image" alt="Arginine" /></td>
</tr>
<tr>
<td>Asparagin</td>
<td>C4H8N2O3</td>
<td><img src="image" alt="Asparagin" /></td>
</tr>
<tr>
<td>Asparagin acid</td>
<td>C4H7NO4</td>
<td><img src="image" alt="Asparagin acid" /></td>
</tr>
<tr>
<td>Methionin</td>
<td>C5H11NO2</td>
<td><img src="image" alt="Methionin" /></td>
</tr>
<tr>
<td>Phenylalanin</td>
<td>C9H11NO2</td>
<td><img src="image" alt="Phenylalanin" /></td>
</tr>
<tr>
<td>Proline</td>
<td>C4H9NO2</td>
<td><img src="image" alt="Proline" /></td>
</tr>
<tr>
<td>Serine</td>
<td>C3H7NO3</td>
<td><img src="image" alt="Serine" /></td>
</tr>
<tr>
<td>Threonine</td>
<td>C4H9NO3</td>
<td><img src="image" alt="Threonine" /></td>
</tr>
<tr>
<td>Histidine</td>
<td>C5H10N2O3</td>
<td><img src="image" alt="Histidine" /></td>
</tr>
<tr>
<td>Isoleucine</td>
<td>C6H13NO2</td>
<td><img src="image" alt="Isoleucine" /></td>
</tr>
<tr>
<td>Leucine</td>
<td>C6H13NO2</td>
<td><img src="image" alt="Leucine" /></td>
</tr>
<tr>
<td>Lysine</td>
<td>C6H14N2O2</td>
<td><img src="image" alt="Lysine" /></td>
</tr>
<tr>
<td>Methionin</td>
<td>C5H11NO2</td>
<td><img src="image" alt="Methionin" /></td>
</tr>
<tr>
<td>Valine</td>
<td>C5H11NO2</td>
<td><img src="image" alt="Valine" /></td>
</tr>
</tbody>
</table>
2.2 Topological indices

A large number of studies have been carried out on the search for quantitative structure-activity relationships (QSAR), i.e. the search for empirical or theoretical parameters that are directly correlated to some biological response [10], [14]-[19]. Since empirical data are not always available [14, 18] and experiments or quantum chemical calculations are expensive for larger sets of compounds, a lot of interest lies currently in the use of topological indices (or graph invariants) [10], [15], [20]-[23] as discrimination criteria and prediction tools.

A topological index is a numerical value computed only from the (hydrogen-suppressed) molecular graph. They are suitable, within a limited range, for modeling molecular properties like flexibility, surface, branching etc. We will use them to investigate structural similarities in a set of potential building-blocks.

The rather simple ones are the numbers of atoms, bonds and rings as well as the molecular weight. In addition, we use the numbers of stereocenters and stereoisomers computed with methods from [24, 25].

A series of important values is based on the adjacency matrix $A$ (with $a_{i,j} = 1$ if $\gamma(\{i, j\}) \neq 0$ and $a_{i,j} = 0$ otherwise) and the connectivity matrix $A'$ with $d'_{i,j} = \gamma(\{i, j\})$. The degree of the $i$-th vertex is defined as $\delta_i := \sum_{j=1}^{p} a_{i,j}$, whereas the bond degree is derived from the connectivity matrix as $\text{deg}_i := \sum_{j=1}^{p} d'_{i,j}$. The connectivity indices $k^\chi$ and $k^\chi^b$ for $k = 0, 1, 2$ after [10] are sums over all paths of length $k$ in the graphs, varying by the use of the adjacency or the connectivity matrix.

\begin{align*}
0^\chi & = \sum_{i=1}^{p} (\delta_i)^{-\frac{1}{2}} \\
0^b \chi & = \sum_{i=1}^{p} (\text{deg}_i)^{-\frac{1}{2}} \\
1^\chi & = \sum_{\text{edges } i,j} (\delta_i \delta_j)^{-\frac{1}{2}} \\
1^b \chi & = \sum_{\text{edges } i,j} (\text{deg}_i \text{deg}_j)^{-\frac{1}{2}} \\
2^\chi & = \sum_{\text{paths } v_i, v_j, v_k} (\delta_{v_i} \delta_{v_j} \delta_{v_k})^{-\frac{1}{2}} \\
2^b \chi & = \sum_{\text{paths } v_i, v_j, v_k} (\text{deg}_{v_i} \text{deg}_{v_j} \text{deg}_{v_k})^{-\frac{1}{2}}
\end{align*}

These indices together give a good characterization of the structure, especially with respect to shape, volume, and surface, and have thus been used for a large number of correlations [8, 10, 19].

Another important class of indices is based on the distance matrix $D$, where each entry $d_{i,j}$ denotes the length of the shortest path from vertex $i$ to vertex $j$. The distance matrix can be calculated by the Floyd algorithm [26].

The very first application of topological indices was developed by H. Wiener [27]. His index is

\begin{equation}
W = \frac{1}{2} \sum_{i,j} d_{i,j} = \sum_{i>j} d_{i,j}.
\end{equation}
Furthermore we use the Balaban-Index \[28\]

\[
J = \frac{p}{q + 1} \sum_{\text{edges } i,j} (d_i d_j)^{-\frac{1}{2}}
\]

where \(p\) is the number of atoms, \(q\) the number of rings and \(d_i := \sum_j d_{ij}\).

The mean square distance index \[29\] is due to Balaban and Motoc

\[
MSD = \left( \frac{\sum_{i=1}^{d_{\text{max}}} i^2 g_i}{\sum_{i=1}^{d_{\text{max}}} g_i} \right)^{\frac{1}{2}}
\]

where \(g_i\) is number of vertex pairs in \(\gamma\) having distance \(i\), and \(d_{\text{max}}\) is the largest entry in \(D\).

Finally we make also use of information-theoretic indices \[12, 20\]. There a set of \(n\) elements is partitioned into \(h\) classes, denoting the relative frequency of the \(i\)-th class by \(p_i\). According to Shannon’s relation \[30, 31\] the mean information content is calculated as 

\[
\sum_{i=1}^{h} p_i \log_2 p_i.
\]

The mean information content of distances was used by Bonchev and Trinajstić \[32\] in the form (with the notation from eqns. 2.7 and 2.9)

\[
I_D^W = W \log_2 W - \sum_{i=1}^{d_{\text{max}}} g_i \cdot i \log_2 i
\]

A natural partition of the vertices is given by the orbits of the automorphism group (as already studied by Rashevsky \[33\]). Let \(p_i\) the length of the \(i\)-th orbit (with a total of \(h\) orbits, say) divided by the number \(p\) of vertices. Then the following indices can be defined \[12, 19\]:

\[
IC = -\sum_{i=1}^{h} p_i \log_2 p_i
\]

\[
SIC = IC / \log_2 p
\]

\[
CIC = \log_2 p - IC
\]

Table 1 shows the calculated index values for the amino acids. Such an amount of numbers is of course rather impracticable for further treatment. A commonly used method for data reduction is principal component analysis (PCA). It uses implicit correlations among the values and calculates the eigenvectors in order to obtain a few, new variables, called factors, which explain most of the variance in the original data.\(^1\)

In our case, PCA yields three factors explaining 93.2 % of the original variance. The regression values are shown in the following table:

\(^1\)For the calculations in this paper we used the software SPSS, version 6.0.1 for Windows.
Table 1: Topological indices of the 20 natural amino acids from Fig. 1

<table>
<thead>
<tr>
<th>Atom</th>
<th>Bonds</th>
<th>Rings</th>
<th>St-cent.</th>
<th>St-isom.</th>
<th>W</th>
<th>Weight</th>
<th>b1</th>
<th>b2</th>
<th>I</th>
<th>W</th>
<th>D</th>
<th>MSD</th>
<th>Balab.</th>
<th>IC</th>
<th>SIC</th>
<th>CIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>gly</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>18</td>
<td>80.010</td>
<td>4.284</td>
<td>2.972</td>
<td>1.962</td>
<td>1.732</td>
<td>0.131</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>ala</td>
<td>6</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>29</td>
<td>96.010</td>
<td>2.972</td>
<td>2.972</td>
<td>1.962</td>
<td>1.732</td>
<td>0.131</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>arg</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>247</td>
<td>188.000</td>
<td>8.820</td>
<td>6.853</td>
<td>4.835</td>
<td>3.850</td>
<td>3.050</td>
<td>1.433</td>
<td>3.032</td>
<td>3.194</td>
<td>3.506</td>
</tr>
<tr>
<td>asp</td>
<td>9</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>96</td>
<td>140.000</td>
<td>7.439</td>
<td>5.407</td>
<td>3.353</td>
<td>2.999</td>
<td>2.999</td>
<td>0.919</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
<tr>
<td>cys</td>
<td>7</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>46</td>
<td>128.000</td>
<td>5.862</td>
<td>4.922</td>
<td>3.835</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.078</td>
<td>0.970</td>
</tr>
<tr>
<td>gln</td>
<td>10</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>136</td>
<td>156.000</td>
<td>8.146</td>
<td>7.406</td>
<td>5.457</td>
<td>4.335</td>
<td>3.592</td>
<td>1.192</td>
<td>3.243</td>
<td>3.137</td>
<td>0.811</td>
</tr>
<tr>
<td>glu</td>
<td>10</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>136</td>
<td>156.000</td>
<td>8.146</td>
<td>7.406</td>
<td>5.457</td>
<td>4.335</td>
<td>3.592</td>
<td>1.192</td>
<td>3.243</td>
<td>3.137</td>
<td>0.811</td>
</tr>
<tr>
<td>ile</td>
<td>9</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>92</td>
<td>140.000</td>
<td>7.439</td>
<td>5.407</td>
<td>3.353</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
<tr>
<td>leu</td>
<td>9</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>96</td>
<td>140.000</td>
<td>7.439</td>
<td>5.407</td>
<td>3.353</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
<tr>
<td>lys</td>
<td>10</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>136</td>
<td>156.000</td>
<td>8.146</td>
<td>7.406</td>
<td>5.457</td>
<td>4.335</td>
<td>3.592</td>
<td>1.192</td>
<td>3.243</td>
<td>3.137</td>
<td>0.811</td>
</tr>
<tr>
<td>pro</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>62</td>
<td>124.000</td>
<td>5.862</td>
<td>4.922</td>
<td>3.835</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
<tr>
<td>ser</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>65</td>
<td>128.000</td>
<td>6.732</td>
<td>5.353</td>
<td>3.553</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
<tr>
<td>thr</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>66</td>
<td>128.000</td>
<td>6.732</td>
<td>5.353</td>
<td>3.553</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
<tr>
<td>try</td>
<td>13</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>268</td>
<td>192.000</td>
<td>9.845</td>
<td>8.091</td>
<td>6.092</td>
<td>4.803</td>
<td>4.803</td>
<td>3.850</td>
<td>3.937</td>
<td>3.937</td>
<td>1.402</td>
</tr>
<tr>
<td>tyr</td>
<td>13</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>268</td>
<td>192.000</td>
<td>9.845</td>
<td>8.091</td>
<td>6.092</td>
<td>4.803</td>
<td>4.803</td>
<td>3.850</td>
<td>3.937</td>
<td>3.937</td>
<td>1.402</td>
</tr>
<tr>
<td>val</td>
<td>8</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>65</td>
<td>128.000</td>
<td>6.732</td>
<td>5.353</td>
<td>3.553</td>
<td>2.999</td>
<td>2.999</td>
<td>1.732</td>
<td>3.047</td>
<td>3.102</td>
<td>0.986</td>
</tr>
</tbody>
</table>

Mean: Weight 9.350, Standard dev. 2.412
This shows that structures which differ only slightly also have similar factors, e.g. asparagin (asn) and asparagin acid (asp) – a confirmation of our initial assumption that topological indices are suitable for similarity analysis.

After determining the Euclidian distances, i.e.

\[ \sqrt{(f_{1}^{(i)} - f_{1}^{(j)})^2 + (f_{2}^{(i)} - f_{2}^{(j)})^2 + (f_{3}^{(i)} - f_{3}^{(j)})^2},\]

we obtain the distance matrix in Tab. 2. This table reveals the quantitative differences between the single molecules more obviously.

For building-block selection, we can group the molecules together according to these results by putting all structures with an euclidian distance below a certain threshold \( \varepsilon \) in one group. The value of this threshold and thus the coarseness of the decomposition must be determined in agreement with the requirements of the experiment to be simulated. For \( \varepsilon = 1.0 \), say, we get the following groups:

\{gly\}, \{ala, ser\}, \{arg\}, \{asn, asp, gln, glu, met, thr\},
\{cys\}, \{his\}, \{ile, leu, lys, val\}, \{phe, tyr\}, \{pro\}, \{trp\}

A first attempt in experiment may consist of taking one representative from each group; afterwards only those groups need to be examined more precisely the representative of which has shown the desired activity.

### 2.3 Binary property vectors

For the characterization of diversity lists with binary properties can be considered, too. We took a subset of 120 descriptors from the structure codes of the mass spectra information system MassLib [34], the same as used in K. Varmuza’s program ToSIM [35, 36, 37]. The following classes of properties are taken into account:

- Aromatic compounds (e.g. substructure phenyl)
<table>
<thead>
<tr>
<th></th>
<th>gly</th>
<th>ala</th>
<th>arg</th>
<th>asn</th>
<th>asp</th>
<th>cys</th>
<th>gln</th>
<th>glu</th>
<th>his</th>
<th>ile</th>
<th>leu</th>
<th>lys</th>
<th>met</th>
<th>phe</th>
<th>pro</th>
<th>ser</th>
<th>thr</th>
<th>trp</th>
<th>tyr</th>
<th>val</th>
</tr>
</thead>
<tbody>
<tr>
<td>gly</td>
<td>0</td>
<td>1.22</td>
<td>4.66</td>
<td>2.79</td>
<td>2.75</td>
<td>2.04</td>
<td>3.26</td>
<td>3.24</td>
<td>4.21</td>
<td>3.52</td>
<td>3.41</td>
<td>3.66</td>
<td>2.94</td>
<td>3.26</td>
<td>1.67</td>
<td>1.77</td>
<td>2.83</td>
<td>4.22</td>
<td>3.41</td>
<td>2.9</td>
</tr>
<tr>
<td>ala</td>
<td>1.22</td>
<td>0</td>
<td>3.55</td>
<td>1.6</td>
<td>1.57</td>
<td>1.21</td>
<td>2.08</td>
<td>3.63</td>
<td>2.35</td>
<td>2.32</td>
<td>2.61</td>
<td>1.77</td>
<td>2.8</td>
<td>1.41</td>
<td>0.591</td>
<td>1.64</td>
<td>3.84</td>
<td>2.87</td>
<td>1.79</td>
<td></td>
</tr>
<tr>
<td>arg</td>
<td>4.66</td>
<td>3.55</td>
<td>0</td>
<td>2</td>
<td>2.03</td>
<td>2.95</td>
<td>1.84</td>
<td>2.75</td>
<td>2.14</td>
<td>2.55</td>
<td>2.52</td>
<td>2.11</td>
<td>3.66</td>
<td>3.81</td>
<td>2.99</td>
<td>2.04</td>
<td>3.52</td>
<td>3.13</td>
<td>2.71</td>
<td></td>
</tr>
<tr>
<td>asn</td>
<td>2.79</td>
<td>1.6</td>
<td>2</td>
<td>0</td>
<td>0.0463</td>
<td>1.44</td>
<td>0.69</td>
<td>0.695</td>
<td>3.04</td>
<td>1.12</td>
<td>1.4</td>
<td>1.64</td>
<td>0.543</td>
<td>2.67</td>
<td>2.14</td>
<td>1.06</td>
<td>0.41</td>
<td>3.43</td>
<td>2.48</td>
<td>1.12</td>
</tr>
<tr>
<td>asp</td>
<td>2.75</td>
<td>1.57</td>
<td>2.03</td>
<td>0.0463</td>
<td>0</td>
<td>1.39</td>
<td>0.729</td>
<td>0.734</td>
<td>3.01</td>
<td>1.17</td>
<td>1.43</td>
<td>1.68</td>
<td>0.574</td>
<td>2.67</td>
<td>2.12</td>
<td>1.02</td>
<td>0.4</td>
<td>3.42</td>
<td>2.47</td>
<td>1.14</td>
</tr>
<tr>
<td>cys</td>
<td>2.04</td>
<td>1.21</td>
<td>2.95</td>
<td>1.44</td>
<td>1.39</td>
<td>0</td>
<td>2.11</td>
<td>2.11</td>
<td>2.56</td>
<td>2.52</td>
<td>2.72</td>
<td>3</td>
<td>1.91</td>
<td>3.41</td>
<td>2.27</td>
<td>0.858</td>
<td>1.26</td>
<td>3.78</td>
<td>3.16</td>
<td>2.28</td>
</tr>
<tr>
<td>gln</td>
<td>3.26</td>
<td>2.1</td>
<td>1.8</td>
<td>0.69</td>
<td>0.729</td>
<td>2.11</td>
<td>0</td>
<td>0.0411</td>
<td>3.4</td>
<td>0.663</td>
<td>0.921</td>
<td>1.05</td>
<td>0.355</td>
<td>2.38</td>
<td>2.28</td>
<td>1.65</td>
<td>1.03</td>
<td>3.3</td>
<td>2.22</td>
<td>0.941</td>
</tr>
<tr>
<td>glu</td>
<td>3.24</td>
<td>2.08</td>
<td>1.84</td>
<td>0.695</td>
<td>0.734</td>
<td>2.11</td>
<td>0.0411</td>
<td>0</td>
<td>3.42</td>
<td>0.657</td>
<td>0.892</td>
<td>1.02</td>
<td>0.328</td>
<td>2.35</td>
<td>2.25</td>
<td>1.64</td>
<td>1.04</td>
<td>3.29</td>
<td>2.2</td>
<td>0.909</td>
</tr>
<tr>
<td>his</td>
<td>4.21</td>
<td>3.63</td>
<td>2.75</td>
<td>3.04</td>
<td>3.01</td>
<td>2.56</td>
<td>3.4</td>
<td>3.42</td>
<td>0</td>
<td>3.99</td>
<td>4.31</td>
<td>4.38</td>
<td>3.46</td>
<td>4.52</td>
<td>4.04</td>
<td>3.22</td>
<td>2.93</td>
<td>3.43</td>
<td>3.83</td>
<td>4.13</td>
</tr>
<tr>
<td>ile</td>
<td>3.52</td>
<td>2.35</td>
<td>2.14</td>
<td>1.12</td>
<td>1.17</td>
<td>2.52</td>
<td>0.663</td>
<td>0.657</td>
<td>3.99</td>
<td>0</td>
<td>0.552</td>
<td>0.818</td>
<td>0.728</td>
<td>2.66</td>
<td>2.6</td>
<td>1.95</td>
<td>1.35</td>
<td>3.87</td>
<td>2.67</td>
<td>0.726</td>
</tr>
<tr>
<td>leu</td>
<td>3.41</td>
<td>2.32</td>
<td>2.55</td>
<td>1.4</td>
<td>1.43</td>
<td>2.72</td>
<td>0.921</td>
<td>0.892</td>
<td>4.31</td>
<td>0.552</td>
<td>0</td>
<td>0.426</td>
<td>0.883</td>
<td>2.26</td>
<td>2.32</td>
<td>2.04</td>
<td>1.71</td>
<td>3.77</td>
<td>2.42</td>
<td>0.567</td>
</tr>
<tr>
<td>lys</td>
<td>3.66</td>
<td>2.61</td>
<td>2.52</td>
<td>1.64</td>
<td>1.68</td>
<td>3</td>
<td>1.05</td>
<td>1.02</td>
<td>4.38</td>
<td>0.818</td>
<td>0.426</td>
<td>0</td>
<td>1.11</td>
<td>2.06</td>
<td>2.41</td>
<td>2.34</td>
<td>1.98</td>
<td>3.56</td>
<td>2.21</td>
<td>0.956</td>
</tr>
<tr>
<td>met</td>
<td>2.94</td>
<td>1.77</td>
<td>2.11</td>
<td>0.543</td>
<td>0.574</td>
<td>1.91</td>
<td>0.355</td>
<td>0.328</td>
<td>3.46</td>
<td>0.728</td>
<td>0.883</td>
<td>1.11</td>
<td>0</td>
<td>2.31</td>
<td>2.02</td>
<td>1.35</td>
<td>0.913</td>
<td>3.37</td>
<td>2.23</td>
<td>0.7</td>
</tr>
<tr>
<td>phe</td>
<td>3.26</td>
<td>2.8</td>
<td>3.66</td>
<td>2.67</td>
<td>2.67</td>
<td>3.41</td>
<td>2.38</td>
<td>2.66</td>
<td>2.66</td>
<td>2.26</td>
<td>2.06</td>
<td>2.31</td>
<td>0</td>
<td>1.59</td>
<td>2.81</td>
<td>3.06</td>
<td>2.3</td>
<td>0.856</td>
<td>2.35</td>
<td></td>
</tr>
<tr>
<td>pro</td>
<td>1.67</td>
<td>1.41</td>
<td>3.81</td>
<td>2.14</td>
<td>2.12</td>
<td>2.27</td>
<td>2.28</td>
<td>2.25</td>
<td>4.04</td>
<td>2.6</td>
<td>2.32</td>
<td>2.41</td>
<td>2.02</td>
<td>1.59</td>
<td>0</td>
<td>1.66</td>
<td>2.41</td>
<td>2.97</td>
<td>1.84</td>
<td>2.02</td>
</tr>
<tr>
<td>ser</td>
<td>1.77</td>
<td>0.591</td>
<td>2.99</td>
<td>1.06</td>
<td>1.02</td>
<td>0.858</td>
<td>1.65</td>
<td>1.64</td>
<td>3.22</td>
<td>1.95</td>
<td>2.04</td>
<td>2.34</td>
<td>1.35</td>
<td>2.81</td>
<td>1.66</td>
<td>0</td>
<td>1.06</td>
<td>3.68</td>
<td>2.75</td>
<td>1.54</td>
</tr>
<tr>
<td>thr</td>
<td>2.83</td>
<td>1.64</td>
<td>2.04</td>
<td>0.41</td>
<td>0.4</td>
<td>1.26</td>
<td>1.03</td>
<td>1.04</td>
<td>2.93</td>
<td>1.35</td>
<td>1.71</td>
<td>1.98</td>
<td>0.913</td>
<td>3.06</td>
<td>2.41</td>
<td>1.06</td>
<td>0</td>
<td>3.73</td>
<td>2.86</td>
<td>1.38</td>
</tr>
<tr>
<td>trp</td>
<td>4.22</td>
<td>3.84</td>
<td>3.52</td>
<td>3.43</td>
<td>3.42</td>
<td>3.78</td>
<td>3.3</td>
<td>3.29</td>
<td>3.43</td>
<td>3.87</td>
<td>3.77</td>
<td>3.56</td>
<td>3.37</td>
<td>2.3</td>
<td>2.97</td>
<td>3.68</td>
<td>3.73</td>
<td>0</td>
<td>1.53</td>
<td>3.84</td>
</tr>
<tr>
<td>tyr</td>
<td>3.41</td>
<td>2.87</td>
<td>3.13</td>
<td>2.48</td>
<td>2.47</td>
<td>3.16</td>
<td>2.22</td>
<td>2.2</td>
<td>3.83</td>
<td>2.67</td>
<td>2.42</td>
<td>2.21</td>
<td>2.23</td>
<td>0.856</td>
<td>1.84</td>
<td>2.75</td>
<td>2.86</td>
<td>1.53</td>
<td>0</td>
<td>2.51</td>
</tr>
<tr>
<td>val</td>
<td>2.9</td>
<td>1.79</td>
<td>2.71</td>
<td>1.12</td>
<td>1.14</td>
<td>2.28</td>
<td>0.941</td>
<td>0.909</td>
<td>4.13</td>
<td>0.726</td>
<td>0.567</td>
<td>0.956</td>
<td>0.7</td>
<td>2.35</td>
<td>2.02</td>
<td>1.54</td>
<td>1.38</td>
<td>3.84</td>
<td>2.51</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Distance matrix of the principal factors of the topological indices from Tab. 1
• branches in chains and rings (e.g. carbons with three C-neighbors that are not part of a ring)
• Cyclic compounds (e.g. 6-rings)
• double and triple bonds in chains and rings (e.g. a double bonds in a 6-ring)
• elements (e.g. hetero atoms)
• functional groups (e.g. aldehyds)
• special classes of compounds (e.g. methyl ester)

Many of these properties can be described in terms of substructures, and so a substructure search is one of the main algorithms for their determination. We used a procedure from [38]. Other properties were calculated by methods described in [25, 39, 40].

In the evaluation the Tanimoto coefficient [41] is employed which measures the similarity of two bit strings as

\[ T_{i,j} = \frac{2C_{i,j}}{E_i + E_j} \]

where \( C_{i,j} \) is the number of properties that are common in the \( i \)-th and in the \( j \)-th structure, and \( E_i \) is the total number of properties of the \( i \)-th molecule. Thus \( T \) lies in the range \( 0 \leq T \leq 1 \), showing 1 for complete identity and 0 for maximal dissimilarity.

Again we combined all results to a distance matrix \( D \) with \( d_{i,j} = 1 - T_{i,j} \), shown in Tab. 3. From this matrix we computed spatial coordinates by multidimensional scaling. In this method, the geometric distances are chosen to reflect the pairwise distances as close as possible. Fig. 2 shows the coordinates of the structures in three-dimensional space. Also in this case, in a similar way as for the PCA, we can group closely neighbored compounds together (as partially indicated by the ellipses in Fig. 2).

### 3 Generation of combinatorial libraries

#### 3.1 Reaction schemes

We would like to start the presentation of our method with a syntax describing the underlying chemical reactions formally, especially the two-component synthesis like

\[ A + B \rightarrow C \]

In most cases, subgraphs determine the course of the reaction.

**3.1 Definition.** Let \((\eta_1, \beta_1)\) and \((\eta_2, \beta_2)\) with \(\eta_1 \in m^{l_1}g\) and \(\eta_2 \in m^{l_2}g\) be molecular graphs. A reaction scheme is defined as the triple \((\eta_1, \beta_1, \rho)\) (or \((\eta_1, \beta_2, \rho)\) if the atomic type coloring is clear), where \(\rho : r \times s \rightarrow \mathbb{Z} \cup \{-\infty\}\) is a mapping with

\[
\rho(i, j) = \begin{cases} 
  k & \text{if } i \text{ and } j \text{ are connected by a bond of degree } k \\
  0 & \text{if } i \text{ and } j \text{ remain unconnected} \\
  -\infty & \text{if one of the atoms } i \text{ or } j \text{ is dropped}
\end{cases}
\]
<table>
<thead>
<tr>
<th></th>
<th>gly</th>
<th>ala</th>
<th>arg</th>
<th>asn</th>
<th>asp</th>
<th>cys</th>
<th>gln</th>
<th>glu</th>
<th>his</th>
<th>ile</th>
<th>leu</th>
<th>lys</th>
<th>met</th>
<th>phe</th>
<th>pro</th>
<th>ser</th>
<th>thr</th>
<th>trp</th>
<th>tyr</th>
<th>val</th>
</tr>
</thead>
<tbody>
<tr>
<td>gly</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.333</td>
<td>0.2</td>
<td>0.0476</td>
<td>0.333</td>
<td>0.2</td>
<td>0.391</td>
<td>0.1</td>
<td>0.143</td>
<td>0.1</td>
<td>0.0476</td>
<td>0.238</td>
<td>0.182</td>
<td>0.143</td>
<td>0.143</td>
<td>0.358</td>
<td>0.333</td>
<td>0.143</td>
</tr>
<tr>
<td>ala</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.333</td>
<td>0.2</td>
<td>0.0476</td>
<td>0.333</td>
<td>0.2</td>
<td>0.391</td>
<td>0.1</td>
<td>0.143</td>
<td>0.1</td>
<td>0.0476</td>
<td>0.238</td>
<td>0.182</td>
<td>0.143</td>
<td>0.143</td>
<td>0.358</td>
<td>0.333</td>
<td>0.143</td>
</tr>
<tr>
<td>arg</td>
<td>0.2</td>
<td>0.2</td>
<td>0</td>
<td>0.238</td>
<td>0.2</td>
<td>0.238</td>
<td>0.238</td>
<td>0.2</td>
<td>0.304</td>
<td>0.3</td>
<td>0.333</td>
<td>0.2</td>
<td>0.238</td>
<td>0.333</td>
<td>0.364</td>
<td>0.333</td>
<td>0.333</td>
<td>0.538</td>
<td>0.429</td>
<td>0.333</td>
</tr>
<tr>
<td>asn</td>
<td>0.333</td>
<td>0.333</td>
<td>0.238</td>
<td>0</td>
<td>0.238</td>
<td>0.364</td>
<td>0.238</td>
<td>0.5</td>
<td>0.429</td>
<td>0.455</td>
<td>0.238</td>
<td>0.364</td>
<td>0.455</td>
<td>0.478</td>
<td>0.273</td>
<td>0.273</td>
<td>0.556</td>
<td>0.364</td>
<td>0.455</td>
<td></td>
</tr>
<tr>
<td>asp</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.238</td>
<td>0</td>
<td>0.238</td>
<td>0.238</td>
<td>0</td>
<td>0.478</td>
<td>0.3</td>
<td>0.333</td>
<td>0.3</td>
<td>0.238</td>
<td>0.333</td>
<td>0.364</td>
<td>0.238</td>
<td>0.238</td>
<td>0.615</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>cys</td>
<td>0.0476</td>
<td>0.0476</td>
<td>0.238</td>
<td>0.364</td>
<td>0.238</td>
<td>0</td>
<td>0.364</td>
<td>0.238</td>
<td>0.417</td>
<td>0.143</td>
<td>0.182</td>
<td>0.143</td>
<td>0</td>
<td>0.273</td>
<td>0.217</td>
<td>0.182</td>
<td>0.182</td>
<td>0.556</td>
<td>0.364</td>
<td>0.182</td>
</tr>
<tr>
<td>gln</td>
<td>0.333</td>
<td>0.333</td>
<td>0.238</td>
<td>0</td>
<td>0.238</td>
<td>0.364</td>
<td>0.238</td>
<td>0.5</td>
<td>0.429</td>
<td>0.455</td>
<td>0.238</td>
<td>0.364</td>
<td>0.455</td>
<td>0.478</td>
<td>0.273</td>
<td>0.273</td>
<td>0.556</td>
<td>0.364</td>
<td>0.455</td>
<td></td>
</tr>
<tr>
<td>glu</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.238</td>
<td>0</td>
<td>0.238</td>
<td>0.238</td>
<td>0</td>
<td>0.478</td>
<td>0.3</td>
<td>0.333</td>
<td>0.3</td>
<td>0.238</td>
<td>0.333</td>
<td>0.364</td>
<td>0.238</td>
<td>0.238</td>
<td>0.615</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>his</td>
<td>0.391</td>
<td>0.391</td>
<td>0.304</td>
<td>0.5</td>
<td>0.478</td>
<td>0.417</td>
<td>0.5</td>
<td>0.478</td>
<td>0</td>
<td>0.478</td>
<td>0.5</td>
<td>0.391</td>
<td>0.417</td>
<td>0.417</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.31</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>ile</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.429</td>
<td>0.3</td>
<td>0.143</td>
<td>0.429</td>
<td>0.3</td>
<td>0.478</td>
<td>0</td>
<td>0.476</td>
<td>0.2</td>
<td>0.143</td>
<td>0.333</td>
<td>0.273</td>
<td>0.238</td>
<td>0.238</td>
<td>0.538</td>
<td>0.429</td>
<td>0.0476</td>
</tr>
<tr>
<td>leu</td>
<td>0.143</td>
<td>0.143</td>
<td>0.333</td>
<td>0.455</td>
<td>0.333</td>
<td>0.182</td>
<td>0.455</td>
<td>0.333</td>
<td>0.5</td>
<td>0.0476</td>
<td>0</td>
<td>0.238</td>
<td>0.182</td>
<td>0.364</td>
<td>0.304</td>
<td>0.273</td>
<td>0.273</td>
<td>0.556</td>
<td>0.455</td>
<td>0</td>
</tr>
<tr>
<td>lys</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.238</td>
<td>0.3</td>
<td>0.143</td>
<td>0.238</td>
<td>0.3</td>
<td>0.391</td>
<td>0.2</td>
<td>0.238</td>
<td>0</td>
<td>0.143</td>
<td>0.333</td>
<td>0.273</td>
<td>0.238</td>
<td>0.238</td>
<td>0.462</td>
<td>0.429</td>
<td>0.238</td>
</tr>
<tr>
<td>met</td>
<td>0.0476</td>
<td>0.0476</td>
<td>0.238</td>
<td>0.364</td>
<td>0.238</td>
<td>0</td>
<td>0.364</td>
<td>0.238</td>
<td>0.417</td>
<td>0.143</td>
<td>0.182</td>
<td>0.143</td>
<td>0</td>
<td>0.273</td>
<td>0.217</td>
<td>0.182</td>
<td>0.182</td>
<td>0.556</td>
<td>0.364</td>
<td>0.182</td>
</tr>
<tr>
<td>phe</td>
<td>0.238</td>
<td>0.238</td>
<td>0.333</td>
<td>0.455</td>
<td>0.333</td>
<td>0.273</td>
<td>0.455</td>
<td>0.333</td>
<td>0.417</td>
<td>0.333</td>
<td>0.364</td>
<td>0.333</td>
<td>0.273</td>
<td>0</td>
<td>0.304</td>
<td>0.364</td>
<td>0.364</td>
<td>0.407</td>
<td>0.0909</td>
<td>0.364</td>
</tr>
<tr>
<td>pro</td>
<td>0.182</td>
<td>0.182</td>
<td>0.364</td>
<td>0.478</td>
<td>0.364</td>
<td>0.217</td>
<td>0.478</td>
<td>0.364</td>
<td>0.2</td>
<td>0.273</td>
<td>0.304</td>
<td>0.273</td>
<td>0.217</td>
<td>0.304</td>
<td>0</td>
<td>0.304</td>
<td>0.304</td>
<td>0.357</td>
<td>0.391</td>
<td>0.304</td>
</tr>
<tr>
<td>ser</td>
<td>0.143</td>
<td>0.143</td>
<td>0.333</td>
<td>0.273</td>
<td>0.238</td>
<td>0.182</td>
<td>0.273</td>
<td>0.238</td>
<td>0.5</td>
<td>0.238</td>
<td>0.273</td>
<td>0.238</td>
<td>0.182</td>
<td>0.364</td>
<td>0.304</td>
<td>0</td>
<td>0.0909</td>
<td>0.63</td>
<td>0.273</td>
<td>0.273</td>
</tr>
<tr>
<td>thr</td>
<td>0.143</td>
<td>0.143</td>
<td>0.333</td>
<td>0.273</td>
<td>0.238</td>
<td>0.182</td>
<td>0.273</td>
<td>0.238</td>
<td>0.5</td>
<td>0.238</td>
<td>0.273</td>
<td>0.238</td>
<td>0.182</td>
<td>0.364</td>
<td>0.304</td>
<td>0.0909</td>
<td>0</td>
<td>0.63</td>
<td>0.273</td>
<td>0.273</td>
</tr>
<tr>
<td>trp</td>
<td>0.538</td>
<td>0.538</td>
<td>0.538</td>
<td>0.556</td>
<td>0.615</td>
<td>0.556</td>
<td>0.556</td>
<td>0.615</td>
<td>0.31</td>
<td>0.538</td>
<td>0.556</td>
<td>0.462</td>
<td>0.556</td>
<td>0.470</td>
<td>0.357</td>
<td>0.63</td>
<td>0.63</td>
<td>0</td>
<td>0.481</td>
<td>0.556</td>
</tr>
<tr>
<td>tyr</td>
<td>0.333</td>
<td>0.333</td>
<td>0.429</td>
<td>0.364</td>
<td>0.333</td>
<td>0.364</td>
<td>0.364</td>
<td>0.333</td>
<td>0.5</td>
<td>0.429</td>
<td>0.455</td>
<td>0.429</td>
<td>0.364</td>
<td>0.455</td>
<td>0.391</td>
<td>0.273</td>
<td>0.273</td>
<td>0.481</td>
<td>0</td>
<td>0.455</td>
</tr>
<tr>
<td>val</td>
<td>0.143</td>
<td>0.143</td>
<td>0.333</td>
<td>0.455</td>
<td>0.333</td>
<td>0.182</td>
<td>0.455</td>
<td>0.333</td>
<td>0.5</td>
<td>0.0476</td>
<td>0</td>
<td>0.238</td>
<td>0.182</td>
<td>0.364</td>
<td>0.304</td>
<td>0.273</td>
<td>0.273</td>
<td>0.556</td>
<td>0.455</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: Distance matrix of the Tanimoto coefficients of the property vectors
Figure 2: Distribution of the compounds in multidimensional scaling of the distance matrix in Tab. 3

By means of this definition\(^2\) many two component reactions can be described sufficiently. Our main interest in such a reaction is in fact the change of the graphs, and not the experimental aspects (like reaction conditions, catalysts or equilibria).

A corresponding algorithm could be formulated for linking two graphs by a reaction scheme over all reacting subgraphs. As we will not explicitly need such a procedure for library generation, we omit a deeper discussion and just present an example:

3.2 Example. Peptids are protein molecules built from at least two amino acids which play a central role in biochemistry. The joining of the single amino acids is performed by condensation of the acid group (COOH) and the amid group (NH\(_2\)). Thus the decisive reaction structure is the acid amid group, which must be contained in both reaction partners.

\[
\begin{align*}
3\text{N} & \quad \text{O}^4 \\
-1\text{C} & \quad -\text{C}^2 & \quad -\text{O}^5 \\
\text{I: } \eta_1 & = \eta_2
\end{align*}
\]

The condensation is represented by the mapping

\[
\rho = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-\infty & -\infty & -\infty & -\infty & -\infty
\end{pmatrix}
\]

\(^2\)This definition is a simplification of the situation and is only used for a formalization of the construction problem discussed below. For more sophisticated purposes more comprehensive approaches like the algebra of be- \& r-matrices of [42] are necessary.
We consider the amino acids

\[ \begin{array}{c}
\text{II: Alanin} \\
\text{III: Glycin}
\end{array} \]

Obviously both contain the subgraph \( \eta_1 \). Despite the equality of the subgraphs in the reaction scheme, the order of the initial graphs is essential. Taking alanin as the first one, we obtain:

\[ \begin{array}{c}
\text{Glycin as } \gamma_1 \text{ yields:}
\end{array} \]

3.2 Group actions and orderly generation

We will introduce some basic definitions and notations from algebra which will be needed furtheron (for more details, see, e.g., [43]).

3.3 Definition. Let \( G \) be a finite group, and \( \Omega \) a finite non-empty set. A mapping

\[ \Omega \times G \rightarrow \Omega, \ (\omega, g) \mapsto \omega^g \]

with \((\omega^g)^g' = \omega^{g'g} \ \forall g, g' \in G \ \forall \omega \in \Omega \) and \( \omega^{id} = \omega \) is called an action of \( G \) on \( \Omega \).

Group actions give rise to several important sets:

3.4 Definition. Let \( G \) act on \( \Omega \), \( \omega \in \Omega \) and \( \Delta \subseteq \Omega \).

- \( \omega^G := \{ \omega^g \mid g \in G \} \) is called orbit of \( \omega \).
- \( \Omega/G := \{ \omega^G \mid \omega \in \Omega \} \) is called set of orbits.
- \( T(\Omega/G) \) is called transversal of the orbits with \( \Omega = \cup_{t \in T} G(t) \), derived from the equivalence class property of the orbits.
- \( \Omega_g := \{ \omega \in \Omega \mid \omega^g = \omega \} \) the set of fixed points of \( g \).
- \( C_G(\Delta) := \{ g \in G \mid \delta^g = \delta \ \forall \delta \in \Delta \} \) is called centralizer or pointwise stabilizer of \( \Delta \) in \( G \).
- \( N_G(\Delta) := \{ g \in G \mid \delta^g \in \Delta \ \forall \delta \in \Delta \} \) is called normalizer or setwise stabilizer of \( \Delta \) in \( G \).
Let $X$ and $Y$ two finite non-empty sets. Then we set $Y^X := \{ f \mid f : X \to Y \}$. If $G$ acts on $X$, then $G$ also acts on $Y^X$ as

$$Y^X \times G \to Y^X, \ (f, g) \mapsto f^g \text{ with } f^g(x) = f(x^{g^{-1}})$$

Typical sets of this kind will be $\mathbb{n} := \{ 1, 2, \ldots, n \}$. A frequently used group is the symmetric group $S_n := \{ \pi \in \mathbb{n}^\mathbb{n} \mid \pi \text{ bijective} \}$.

For constructing transversals of orbits, the naive approach is to compare any new element with all previously calculated; but this is completely inappropriate for practical use. A helpful principle is the concept of order generation, a method that was introduced by R. C. Read [44] and that can be refined considerably [43, 45, 46, 47]. It is based on the fact that total orders on $X$ and $Y$ induce a canonic total order on $Y^X$, the lexicographic order, so that a canonic transversal

$$\mathcal{T}_\gamma(Y^X / G),$$

consisting of the biggest elements of the orbits does exist. The decisive result that can be derived from the general form reads:

3.5 Proposition. Let $f \in \mathcal{T}_\gamma(Y^X / G)$ and $f_1 \in Y^X$ a starting piece of $f$, i.e. there exists a $t \leq n$ with

$$f_1(j) = \begin{cases} f(j) & \text{for } j < t \\ 0 & \text{for } j \geq t \end{cases}$$

Then $f_1 \in \mathcal{T}_\gamma(Y^X / G)$.

This proposition tells us how to use order generation algorithmically: It suffices to expand starting pieces lexicographically without having to re-test them on maximality. This means in the opposite that, if the starting piece is already not canonic, it cannot become a canonic representative by the filling of the remaining places. (For more details see [45, 46].)

3.3 Multiple attachments to a core structure

A special type of reaction scheme is given by a core structure with several reaction sites and a number of ligand compounds.

Let $((\eta_1, \chi_1), \ (\eta_2, \chi_2), \ (\rho))$ denote a reaction scheme, $(\gamma, \beta)$ a molecular graph containing $k$ substructures isomorphic to $(\eta_1, \chi_1)$ with $k > 1$, and $(\gamma_1, \beta_1), \ldots, (\gamma_n, \beta_n)$ a number of molecular graphs; for sake of simplicity we assume that each of them contains exactly one substructure isomorphic to $(\eta_2, \chi_2)$.

The first task is to determine all attachments of the ligands to the sites of the core, where the sites are given by the substructures of the reaction scheme. For $k = 4$, e.g., the situation is:

```
\[ \begin{array}{c}
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\gamma_4 \\
\end{array} \]
```

Topological equivalence among the sites is described by the permutation group $P_\gamma \leq S_k$ which is induced by the automorphism group $\text{Aut}(\gamma, \beta) := C_{S_k}(\gamma, \beta)$ of the molecular graph. So $P_\gamma$ acts on the sites $k$ which shall be assigned with $n$ different ligands. Summarizing our arguments we get:
**3.6 Lemma.** The essentially different possibilities to attach \( n \) ligand structures, which contain the corresponding subgraph of the given reaction scheme exactly once, to the \( k \) different reaction sites of a core structure \((\gamma, \beta)\) correspond "one-to-one" and "onto" to a transversal of the action of \( P_\gamma \) on \( n^k \):

\[
\mathcal{T}(n^k/\!\!/P_\gamma).
\]

So now we can formulate a strategy:

**3.7 Algorithm (Attachment of ligands to a core structure).**

i) Determine the group \( P_\gamma \) as well as all subgraphs \( \zeta_1, \ldots, \zeta_k \subseteq \gamma \) which are isomorphic to \( \eta_1 \).

ii) Compute for \( i \in n \) the subgraphs \( \zeta^{(i)} \subseteq \gamma_i \) which are isomorphic to \( \eta_2 \).

iii) Use orderly generation in order to obtain the next representative \( f \in n^k \) under the action of \( P_\gamma \).

iv) Determine the total graph which yields from the attachment of the ligands \( \gamma_{f(1)}, \ldots, \gamma_{f(k)} \) to \( \gamma \) according to \( \rho \), i.e. by combining the graphs, eliminating vertices which have to be dropped and adding the necessary edges.

v) If there are further orbit representatives, go to step iii.

\[ \nabla \]

Due to orderly generation in step iii and the uniqueness of the subgraphs of the ligands we only obtain non-isomorphic solutions.

**3.4 Single step generation of libraries**

For the generation of a combinatorial library from given building-blocks algorithm 3.7 is perfectly suited, since the basic situation of combinatorial chemistry as described in sec. 1 is just that of this method.\(^3\)

For practical use it is moreover relevant that the multiplicity of a certain building-block can be restricted, i.e. that a \((\gamma_i, \beta_i)\) occurs in all compounds of the library at least \( r \) and at most \( s \) times. This can be reached by an additional test in 3.7 between step iii and step iv. In laboratory, this restriction can be satisfied by an appropriate modification of the reaction conditions.

As an example we consider the combinatorial libraries from [5]. The authors used as building-blocks the twenty natural amino acids (cf. Fig. 1) and as core structures some acid chlorides:

\[ \text{IV} \quad \begin{array}{c}
\text{V} \\
\text{VI}
\end{array} \]

\[ ^3\text{We assume that each building-block is admissible for each site. In the other case additional rules must be formulated.} \]
a cubane-derivative (structure IV), xanthene (V) and a benzene triacid chloride (VI).

The reaction scheme consists of the substructures

\[
\begin{align*}
3\text{Cl} & \quad \text{Cl}^1 \quad 3\text{N} \\
2\text{O} & \quad \text{O}^4 \\
-1\text{C} & \quad -1\text{C}^2 \quad \text{O}^5
\end{align*}
\]

and the matrix

\[
\rho = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-\infty & -\infty & -\infty & -\infty & -\infty
\end{pmatrix}.
\]

The cubane-derivative IV is the structure with the highest symmetry, i.e. the largest automorphism group (derived from the symmetry group of the cube), which has 24 elements. Since each automorphism includes a movement of the reacting substructures, we also have \(|P_\gamma| = 24\).

As there are just four sites, it turns out that \(P_\gamma = S_4\).

The xanthene V has an automorphism group with four elements. Two of them include the exchange of the methylene groups on the carbon bridge atom, and thus \(|P_\gamma| = 2\). Besides the identity, this is the reflection of the rings on the vertical symmetry axis.

The benzene triacid chloride VI has cyclic symmetry. Thus \(P_\gamma\) equals the cyclic group \(C_3\), having three elements.

Even though the symmetry situation is a little complicated for one of the three cores only, the advantages of the mathematical concept behind algorithm 3.7 are obvious. The general Ansatz with an arbitrary permutation group and the efficient orderly generation (cf. [45, 46]) allows a very rapid generation of the combinatorial libraries in all three cases. The computing speed is about 40 structures per second on a Pentium 90 MHz PC.

Details about the sizes of the libraries are given in section 4. Fig. 3 shows six molecules from each of the three libraries.\(^4\)

### 3.5 Multiple step methods

It is also possible to carry out several reactions one after the other using the products of one reaction as core structures of the next one. The mathematical situation is very similar to that of the previous section; due to the differences of the cores the irredundancy remains guaranteed.

As an example we will consider a seven component reaction from [50]. The basic core is pyridin 2,6-dicarbon acid

\[
\begin{align*}
\text{HOOC} & \quad \text{N} & \quad \text{COOH} \\
\text{C} & \quad \text{C} & \quad \text{C}
\end{align*}
\]

\[\text{VII}\]

\(^4\)The 2D placements were automatically calculated by the drawing module of **MOLGEN** [25, 39, 48]. These pictures reveal the current inaccuracies of the employed placement algorithm [39, 49] for combinatorial libraries.
Figure 3: Extracts from the combinatorial libraries produced from the structures IV, V and VI and the natural amino acids from Fig. 1
Our graph-theoretic model of molecules cannot sufficiently represent the aromaticity of this structure. Therefore we use an additional algorithm for eliminating aromatic mesomers (by marking the aromatic bonds, canonical numbering and hashing). To keep the following discussion transparent, we will assume the topological equivalence of the two COOH groups in VII. Then $P_2$ has two elements.

The reaction steps are in particular:

i) In the first step, four amides are added:

![Diagram of amides]

The reaction scheme consists of the substructures

$$\begin{align*}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{N}} & \overset{\text{O}}{\text{C}}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{S}}{\text{C}}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{F}}{\text{C}}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{O}}{\text{C}}
\end{align*}$$

and of the matrix

$$\rho = \begin{pmatrix}
1 \\
-\infty \\
0
\end{pmatrix}.$$ 

This yields a total of 10 compounds.

ii) The second step takes four aromatic aldehydes as building-blocks:

![Diagram of aldehydes]

The corresponding reaction scheme applies the substructures

$$\begin{align*}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{S}}{\text{C}}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{O}}{\text{C}}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{F}}{\text{C}}
-\overset{\text{NH}_2}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{C}}{\text{C}}\overset{\text{C}}{\text{C}}
\end{align*}$$
and the matrix

\[
\rho = \begin{pmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Selecting all ten molecules from step i as core, one obtains altogether 136 structures.

iii) The last step consists of the addition of four isocyanides (where the charges are considered as an additional label of the atoms, the valences of which are altered respectively):

\[
\begin{array}{c}
\text{C} = \text{C} - \text{N}^\oplus \equiv \text{C}^\oplus \\
\text{C} - \text{C} - \text{N}^\oplus \equiv \text{C}^\oplus \\
\text{C} - \text{O} \equiv \text{C} - \text{C} - \text{N}^\oplus \equiv \text{C}^\oplus \\
\text{C} - \text{N}^\oplus \equiv \text{C}^\oplus
\end{array}
\]

Here the substructures of the reaction scheme are (a little longer to ensure uniqueness)

\[
\begin{array}{c}
\text{H} \\
\text{C} \equiv \text{C} - \text{N}^\oplus \equiv \text{C}^\oplus \\
\text{C} - \text{C} - \text{N}^\oplus \equiv \text{C}^\oplus \\
\text{C} - \text{O} \equiv \text{C} - \text{C} - \text{N}^\oplus \equiv \text{C}^\oplus \\
\text{C} - \text{N}^\oplus \equiv \text{C}^\oplus
\end{array}
\]

and the matrix

\[
\rho = \begin{pmatrix}
-\infty & 1 \\
-\infty & 0 \\
-\infty & 0 \\
-\infty & 0 \\
-\infty & 0 \\
-\infty & 0 \\
-\infty & 0 \\
-\infty & 0
\end{pmatrix},
\]

which may also imply the neutralization of the nitrogen atom with the proton at carbon atom 1 of the second substructure.

Attaching these building-blocks to the cores generated in step ii in all essentially different ways according to the scheme yields a library of 2080 constitutionally different compounds. If stereoisomerism is additionally taken into account (calculated, e.g., after [24]), we obtain 8256 products.

A (randomly selected) extract of 15 molecules is shown in Fig. 4.

4 Enumeration of libraries

In this section we will present methods for the enumeration of the sizes of combinatorial libraries. A key tool for enumeration in algebraic combinatorics is the lemma of Cauchy-Frobenius:
Figure 4: Extract of 15 randomly selected molecules from the library after [50]
4.1 Proposition (The Lemma of Cauchy-Frobenius). Let $G$ a finite permutation group acting on a finite set $X$.

- The number of orbits of this action is $|X / G| = \frac{1}{|G|} \sum_{g \in G} |X_g|$.

- $G$ also acts on $Y^X$ if $Y$ denotes another finite set. For the number of orbits the following equation holds: $|Y^X / G| = \frac{1}{|G|} \sum_{g \in G} |Y^{c(g)}|$, where $c(g)$ is the number of cycles of the permutation $g$.

As we saw in lemma 3.6 that the attachment of building-blocks to core structure can be represented by a group action, we can immediately state a result on the size of such libraries:

4.2 Theorem. Let $(\gamma, \beta)$ a core structure with $k$ different reaction sites. $\text{Aut}(\gamma, \beta)$ may induce a permutation group $P_\gamma \leq S_k$ among the sites.
Furthermore a set of $n$ different building-blocks may be given. Then the combinatorial library which can be built from the core structure and the building-blocks according to a corresponding reaction scheme has

$$|n^k / P_\gamma| = \frac{1}{|P_\gamma|} \sum_{\pi \in P_\gamma} n^{c(\pi)}$$

elements.

4.3 Example. Again we consider the example from section 3.4 (taken from [5]) with the cores IV, V und VI and the amino acids (see Fig. 1) as building-blocks.

- The group $P_\gamma$ for the cubane derivative (IV) is the symmetric group $S_4$ with 24 elements and $k = 4$. Then we get by Theorem 4.2:

$$|n^4 / P_\gamma| = \frac{1}{24}(n^4 + 6n^3 + 11n^2 + 6n)$$

- For xanthene (structure V), we have $k = 4$ and $P_\gamma = \{1, (12)(34)\}$. Here our formula yields:

$$|n^4 / P_\gamma| = \frac{1}{2}(n^4 + n^2)$$

- In case of the benzene triacid chloride (VI) there is $k = 3$ and $P_\gamma = \{1, (123), (132)\}$. So the equation reads:

$$|n^3 / P_\gamma| = \frac{1}{3}(n^3 + 2n)$$

The following table provides an overview over the sizes of libraries depending on the number of building-blocks used:
<table>
<thead>
<tr>
<th>$n$</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>45</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>136</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>325</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>126</td>
<td>666</td>
<td>76</td>
</tr>
<tr>
<td>7</td>
<td>210</td>
<td>1225</td>
<td>119</td>
</tr>
<tr>
<td>8</td>
<td>330</td>
<td>2080</td>
<td>176</td>
</tr>
<tr>
<td>9</td>
<td>495</td>
<td>3321</td>
<td>249</td>
</tr>
<tr>
<td>10</td>
<td>715</td>
<td>5050</td>
<td>340</td>
</tr>
<tr>
<td>11</td>
<td>1001</td>
<td>7381</td>
<td>451</td>
</tr>
<tr>
<td>12</td>
<td>1365</td>
<td>10440</td>
<td>584</td>
</tr>
<tr>
<td>13</td>
<td>1820</td>
<td>14365</td>
<td>741</td>
</tr>
<tr>
<td>14</td>
<td>2380</td>
<td>19306</td>
<td>924</td>
</tr>
<tr>
<td>15</td>
<td>3060</td>
<td>25425</td>
<td>1135</td>
</tr>
<tr>
<td>16</td>
<td>3876</td>
<td>32896</td>
<td>1376</td>
</tr>
<tr>
<td>17</td>
<td>4845</td>
<td>41905</td>
<td>1649</td>
</tr>
<tr>
<td>18</td>
<td>5985</td>
<td>52650</td>
<td>1956</td>
</tr>
<tr>
<td>19</td>
<td>7315</td>
<td>65341</td>
<td>2299</td>
</tr>
<tr>
<td>20</td>
<td>8855</td>
<td>80200</td>
<td>2680</td>
</tr>
</tbody>
</table>

Although there are equally many sites in IV and V, the libraries with the first one are considerably smaller due to the higher symmetry of the core.

The situation for multi-step procedures as in section 3.5 is a little more complicated. We will now consider the attachment of the building-blocks as a whole process, as if all blocks are added simultaneously. For the construction, this view is less sensible; it is, however, necessary for enumeration, in order to be able to determine the dependencies of the sites correctly.

So the situation can be visualized by the following sketch:

![Sketch of molecular structure](image)

For our pyridine core from [50] this is

![Pyridine core structure](image)
Let \( k \) again denote the number of different attachment sites. Furthermore let \( \kappa = (\kappa_1, \ldots, \kappa_m) \vdash k \) be a partition of \( k \) (i.e. \( \kappa_i \in \mathbb{N} \) and \( \sum_{i=1}^{m} \kappa_i = k \)) and \( k_i := \sum_{i=1}^{\kappa_i} (\text{with } k_0 := 0) \) the cumulated entries of the partition. The sites are supposed to be partitioned according to the orbits of the automorphism group of \( \gamma \), i.e. we assume for \( P_\gamma \):

\[
\forall \pi \in P_\gamma \leq S_k : \quad k_i < r \leq k_{i+1} \Rightarrow k_i < r^\pi \leq k_{i+1} \text{ for } i = 0, \ldots, m
\]

By \( c_i(\pi) \) we denote the number of cycles of \( \pi \in P_\gamma \) on \( \{k_i, \ldots, k_{i+1} - 1\} \).

The building-blocks may be elements of the sets \( A_1, \ldots, A_m \) with \( |A_i| = n_i \). So we obtain for the sizes of libraries:

**4.4 Theorem.** Let core structure and building-blocks be as defined above. Then a bijection exists from the combinatorial library to a transversal of the orbits of the action of \( P_\gamma \) on the mappings

\[
\Phi := n_1^{n_1} \times \ldots \times n_m^{n_m}.
\]

For the numbers of elements of the library the following equation holds:

\[
|\Phi \parallel P_\gamma| = \frac{1}{|P_\gamma|} \sum_{\pi \in P_\gamma} \prod_{i=1}^{m} n_i^{c_i(\pi)}
\]

**4.5 Example.** For the library of the multi-component reaction from [50] which we generated in section 3.5, we have \( k = 6 \), \( \kappa = (2, 2, 2) \) and \( P_\gamma = \{1, (12)(34)(56)\} \). (This means for the molecular graph VIII that the positions of the rests \( R^{(1)}, R^{(2)}, \) and \( R^{(3)} \) can be interchanged correspondingly.)

Then we get by Theor. 4.4:

\[
|\Phi \parallel P_\gamma| = \frac{1}{2}(n_1^2n_2^2n_3^2 + n_1n_2n_3)
\]

The following table shows values for this formula. \( n_1 \) and \( n_2 \) vary vertically and horizontally, respectively; the third value is kept fixed as \( n_3 = 4 \). The entry for \((4, 4)\) tells us the well-known size 2080 for 4 building-blocks each (cf. sec. 3.5).

<table>
<thead>
<tr>
<th>( n_1 ) ( n_2 )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>36</td>
<td>78</td>
<td>136</td>
<td>210</td>
<td>300</td>
<td>406</td>
<td>528</td>
<td>666</td>
<td>820</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>136</td>
<td>300</td>
<td>528</td>
<td>820</td>
<td>1176</td>
<td>1596</td>
<td>2080</td>
<td>2628</td>
<td>3240</td>
</tr>
<tr>
<td>3</td>
<td>78</td>
<td>300</td>
<td>666</td>
<td>1176</td>
<td>1830</td>
<td>2628</td>
<td>3570</td>
<td>4656</td>
<td>5886</td>
<td>7260</td>
</tr>
<tr>
<td>4</td>
<td>136</td>
<td>528</td>
<td>1176</td>
<td>2080</td>
<td>3240</td>
<td>4656</td>
<td>6328</td>
<td>8256</td>
<td>10440</td>
<td>12880</td>
</tr>
<tr>
<td>5</td>
<td>210</td>
<td>820</td>
<td>1830</td>
<td>3240</td>
<td>5050</td>
<td>7260</td>
<td>9870</td>
<td>12880</td>
<td>16290</td>
<td>20100</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>1176</td>
<td>2628</td>
<td>4656</td>
<td>7260</td>
<td>10440</td>
<td>14196</td>
<td>18528</td>
<td>23436</td>
<td>28920</td>
</tr>
<tr>
<td>7</td>
<td>406</td>
<td>1596</td>
<td>3570</td>
<td>6328</td>
<td>9870</td>
<td>14196</td>
<td>19306</td>
<td>25200</td>
<td>31878</td>
<td>39340</td>
</tr>
<tr>
<td>8</td>
<td>528</td>
<td>2080</td>
<td>4656</td>
<td>8256</td>
<td>12880</td>
<td>18528</td>
<td>25200</td>
<td>32896</td>
<td>41616</td>
<td>51360</td>
</tr>
<tr>
<td>9</td>
<td>666</td>
<td>2628</td>
<td>5886</td>
<td>10440</td>
<td>16290</td>
<td>23436</td>
<td>31878</td>
<td>41616</td>
<td>52650</td>
<td>64980</td>
</tr>
<tr>
<td>10</td>
<td>820</td>
<td>3240</td>
<td>7260</td>
<td>12880</td>
<td>20100</td>
<td>28920</td>
<td>39340</td>
<td>51360</td>
<td>64980</td>
<td>80200</td>
</tr>
</tbody>
</table>

A combinatorial enumeration can also obtained, if for single-step procedures not all building-blocks shall be allowed for all possible multiplicities, i.e. if the frequencies shall be restricted. The tool for this task is called weighted enumeration (cf. [43], also for proofs).
4.6 Proposition.

i) Weighted form of the Cauchy-Frobenius lemma: Let $G$ be finite group acting on a finite set $X$ and $W : X \to \mathbb{Q}$ a function. If $W$ is constant on the orbits of $G$ on $X$ (a so-called weight function), then we have for any transversal $T$ of the orbits:

$$\sum_{t \in T} W(t) = \frac{1}{|G|} \sum_{g \in G} \sum_{x \in X_g} W(x)$$

ii) Let $w : Y^X \to \mathbb{Q}$, $f \mapsto \prod_{x \in X} W(f(x))$ denote the multiplicative weight for the weight function $W : Y \to \mathbb{Q}$. Then $w$ is constant on the orbits of the permutation group $G$ on $Y^X$ and for any transversal $T$ of the orbits we have:

$$\sum_{t \in T} w(t) = \frac{1}{|G|} \sum_{g \in G} \prod_{i=1}^{|X|} \left( \sum_{y \in Y} W(y)^i \right)^{a_i(g)}$$

where $a_i(g)$ denotes the number of cycles of length $i$ in the permutation $g$.

iii) Let $c(f, \cdot) : Y \to \mathbb{N}$, $y \mapsto |f^{-1}(\{y\})|$ indicate the content of the mapping $f \in Y^X$, i.e. $c(f, y)$ denotes how often $f$ takes the value $y$. Then the number of $G$-orbits on $Y^X$, the elements of which have the same content as $f \in Y^X$, is equal to the coefficient of the monomial $\prod_{y \in Y} y^{c(f, y)}$ in the polynomial

$$\frac{1}{|G|} \sum_{g \in G} \prod_{i=1}^{|X|} \left( \sum_{y \in Y} y^i \right)^{a_i(g)}$$

Applying this results to combinatorial libraries we obtain:

4.7 Theorem. Let $(\gamma, \beta)$ be a core structure with $k$ different reaction sites. $\text{Aut}(\gamma, \beta)$ induces a permutation group, $P_{\gamma} \leq S_k$, among the sites. Furthermore a set of $n$ different building-blocks and a distribution $f \in \mathbb{N}^k$ of the blocks may be given. Then the number of elements of the library, the distributions of which have the same content $c(f, \cdot)$ as $f$, is equal to the coefficient of the monomial $\prod_{y \in Y} y^{c(f, y)}$ in the polynomial

$$\frac{1}{|P_{\gamma}|} \sum_{\pi \in P_{\gamma}} \prod_{i=1}^{k} \left( \sum_{r=1}^{n} y_r^i \right)^{a_i(\pi)}$$

over the unknowns $y_1, \ldots, y_n$.

4.8 Example. As above, we consider the example from sec. 3.4 (taken from [5]) with the core structures $V$ und $VI$ and the amino acids as building-blocks. Then Theor. 4.7 yields the following relations:
For xanthene (V) we obtain the polynomial
\[ \frac{1}{2} \left( (y_1 + \ldots + y_n)^4 + (y_1^2 + \ldots + y_n^2)^2 \right) \]

In the case \( n = 4 \), this leads to the sum
\[
\begin{align*}
6y_1y_2^2y_4 + 6y_1y_2y_3^2 + 6y_1^2y_2^2y_3 + y_1^4 + y_2^4 + y_3^4 + 6y_1y_2^2y_4 + \\
6y_1^2y_2y_3 + 6y_1^2y_2y_4 + 6y_1y_2y_3^2y_4 + 6y_2^2y_3y_4 + 2y_1y_2^3 + 2y_1y_3^3 + \\
2y_1y_3^2 + 2y_1y_2y_3 + 2y_1y_4 + 4y_1^2y_2^2 + 4y_1^2y_3^2 + \\
4y_1^2y_2^3 + 2y_2y_3^2 + 2y_2y_3y_4 + 4y_2^2y_3^2 + \\
4y_2^2y_3^3 + 2y_2y_4^2 + 4y_2^3y_4 + 6y_1y_2y_3^2 + 6y_1y_3y_4^2 + \\
12y_1y_2y_3y_4 + 6y_2y_3^2y_4 + 6y_2y_3y_4^2
\end{align*}
\]

The condition that, for instance, only those library elements are of interest which contain the first building-block exactly once corresponds to the summands
\[
\begin{align*}
6y_1y_2^2y_4 + 6y_1y_2y_3^2 + 6y_1^2y_2^2y_3 + 6y_1y_2^2y_4 + 2y_1y_3^3 + \\
2y_1y_3^2 + 2y_1y_2y_3 + 6y_1y_2y_3^2 + 6y_1y_3y_4^2 + 12y_1y_2y_3y_4.
\end{align*}
\]

So there are \( 6 + 6 + 6 + 2 + 2 + 2 + 6 + 6 + 12 = 54 \) elements of that kind.

- For the benzene triacid chloride (VI) the polynomial is
\[ \frac{1}{3} \left( (y_1 + \ldots + y_n)^3 + 2(y_1^3 + \ldots + y_n^3) \right) \]

Considering three building-blocks, say, this means
\[ y_1^3 + y_1^2y_2 + y_1^2y_3 + y_1y_2^2 + y_2^3 + y_2y_3^2 + y_3^3 \]

\[ \square \]

\section{Conclusion}

The methods and theorems presented above provide a number of tools for the analysis of combinatorial chemistry processes. They should enable the researcher to understand and overview his libraries better and eventually to design his experiments more precisely.

As explained in the introduction, one of our aims is to investigate the use of simulations in combinatorial chemistry. So a few words about the third step, the screening of the libraries are necessary. This aspect is indeed the most difficult one. In the view of the present level of research a purely virtual screening – only in the computer and without experiment – is impractical due to a large computational expenditure.

A lot of known biological mechanisms are based on the principle that the drug interacts with a usually much bigger biomolecule (protein) (s. e.g. [51, 52]). There the drug is also called ligand and the protein receptor. The ligand-receptor-interaction depends qualitatively and quantitatively on the spatial structures of both partners.

A possible strategy is to bring some light into the darkness by examination of quantitative structure-activity relationships (QSAR) (see also sec. 2.2). Here a set of sample substances is used to empirically determine one (or several) activity parameters. From the results a correlation with computable structural properties is established by statistical methods. This correlation is
afterwards employed for extrapolation on a larger set of compounds (like a combinatorial library, cf. [10, 15, 19, 23]).

More elaborate techniques are 3D QSAR [52, 53] and comparative molecular field analysis (CoMFA) [53, 54]. Here the library elements are first converted to three-dimensional structures by an appropriate method (like distance geometry programs [55], conformation analysis methods [56], expert systems [57, 58] or force field calculations, e.g. [59]. The crucial feature such a program is required to have is that the computed conformation must be reasonable for the active site, as the usual software packages produce conformations in vacuo or in solution.) Then a superposition of the ligand and the binding site is calculated according to the physical fields (steric and electrostatic) of the molecules in order to be able to estimate the activity of the ligand.

So virtual screening and thus virtual combinatorial chemistry synthesis is today not in competition with high-throughput screening robots but – as there are many simulation methods in development – may be the reality of tomorrow.
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